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COMMUNICATIONS APPARATUS, SYSTEM,
AND COMMUNICATIONS METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of Interna-
tional Application PCT/JP2012/071679, filed on Aug. 28,
2012 and designating the U.S., the entire contents of which
are incorporated herein by reference.

FIELD

The embodiment discussed herein is related to a commu-
nications apparatus, a system, and a communications
method.

BACKGROUND

According to a conventionally known technique, in a
communications apparatus, power is supplied to a wireless
communications unit only when communication is per-
formed and during standby, power is supplied to only a
communication invoking signal receiving unit that has low
power consumption, whereby power consumption is
reduced (for example, refer to Japanese Laid-Open Patent
Publication No. 2003-174382). Further, according to
another known technique, concerning a microprocessor, by
transitioning from an active state to a power-off state or a
standby mode, power consumption is reduced (for example,
refer to Japanese Laid-Open Patent Publication No. 2010-
114484).

Wireless sensor networks (WSN) are further known in
which plural sensor-equipped wireless terminals are inter-
spersed in a given space and work in concert to enable
environmental and/or physical states to be obtained. For
example, by equipping the wireless terminals with a battery
and a capacitor, the battery life can be improved (for
example, refer to Japanese Laid-Open Patent Publication
No. 2008-148124).

Further, for example, according to a known technique, at
each wireless terminal, the power generated by an ambient
energy harvesting apparatus of the wireless terminal is
stored; and an apparatus that aggregates information from
the wireless terminals detects the amount of power gener-
ated and stored by each terminal, and manages the operating
state of each terminal (for example, refer to Japanese Laid-
Open Patent Publication No. 2011-13765).

For example, according to another known technique, a
terminal that can move about in a sensor network has an
energy storage unit that can store electrical power, and the
terminal moves about supplying electrical power to other
wireless terminals (for example, refer to Japanese Laid-
Open Patent Publication No. 2007-97358).

Further, according to another known technique, an appa-
ratus that aggregates information from wireless terminals is
equipped with a solar panel (for example, refer to Japanese
Laid-Open Patent Publication No. 2011-155556).

Nonetheless, at a terminal that is charged by the electrical
power generated by the terminal and executes data process-
ing by using the charged electrical power, execution of the
data processing may be suspended if the electrical power is
depleted. In this case, the execution of the data processing is
resumed after waiting for charging of electrical power to
execute the data processing and therefore, completion of the
data processing is delayed.
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2
SUMMARY

According to an aspect of an embodiment, a given com-
munications apparatus included among plural first commu-
nications apparatuses, performs multi-hop communication
with the plural first communications apparatuses and
thereby, transmits execution results of data processing per-
formed at the given communications apparatus to a second
communications apparatus that performs a process based on
the execution results. The given communications apparatus
includes a harvester that charges a battery with self-gener-
ated electrical power; a micro control unit that when execu-
tion of the data processing is suspended based on a remain-
ing amount of the charged electrical power, can execute any
one among a first operation by which a request signal
requesting execution of the data processing is transmitted to
another communications apparatus among the plural first
communications apparatuses, and when the request of the
request signal is accepted by the other communications
apparatus, the data processing is not executed by the given
communications apparatus, and when the request of the
request signal is not accepted by the other communications
apparatus, the execution of the data processing is started by
the given communications apparatus after electrical power
enabling the execution of the data processing to be com-
pleted is charged by the harvester, and a second operation by
which, without transmission the request signal to the other
communications apparatus, the execution of the data pro-
cessing is started by the given communications apparatus
after the electrical power enabling the execution of the data
processing to be completed is charged by the harvester; and
a power management unit that obtains an expected value of
a first time that elapses until the execution of the data
processing is started by the micro control unit or the other
communications apparatus in a case of the first operation
being executed based on a probability that the other com-
munications apparatus will accept the request for the execu-
tion of the data processing; obtains a second time that
elapses until the execution of the data processing is started
by the micro control unit after the electrical power enabling
the execution of the data processing to be completed is
charged by the harvester, in a case of the second operation
being executed; compares the obtained expected value of the
first time unit and the obtained second time; and when the
remaining amount of charged electrical power becomes less
than a threshold, causes the micro control unit to execute any
one among the first operation and the second operation,
based on a comparison result obtained by the power man-
agement unit.

The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram depicting one example of operation of
a sensor node according to the present invention;

FIG. 2 is a block diagram depicting an example of a
hardware configuration of the sensor node;

FIG. 3 is a block diagram depicting an example of a
hardware configuration of a parent device;

FIG. 4 is a block diagram depicting an example of a
functional configuration of the sensor node;
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FIG. 5 is a diagram depicting a threshold P,,,,,, in a case
when execution is not requested of another sensor node;
FIG. 6 is a diagram depicting the threshold P, in a case
when execution is requested of another sensor node;
FIG. 7 is a flowchart (part 1) of one example of a
procedure of a process performed by the sensor node;
FIG. 8 is a flowchart (part 2) of one example of a
procedure of a process performed by the sensor node;
FIG. 9 is a flowchart (part 3) of one example of a
procedure of a process performed by the sensor node;
FIG. 10 is a flowchart (part 4) of one example of a
procedure of a process performed by the sensor node; and
FIG. 11 is a flowchart depicting one example of a proce-
dure of a process performed by the sensor node when a
request signal is received.

DESCRIPTION OF EMBODIMENTS

Embodiments of a communications apparatus, a system,
and a communications method according to the present
invention will be described in detail with reference to the
accompanying drawings. In a sensor network system
described in the present embodiment, numerous sensors are
installed in a given area; each of the sensors wirelessly
transmits detection information related to detection by the
sensor, and collects detection information via a parent
device that can wirelessly communicate with the sensors in
the given area. The given area, for example, is an area filled
with matter such as concrete, soil, air, etc. Herein, a wireless
communications apparatus equipped with a sensor and a
processor capable of processing data related to sensing by
the sensor is called a sensor node. Detection information of
each sensor node and the results of data processing related
to the detection information are assumed to reach the parent
device directly or by relayed transfer via other sensor nodes.

FIG. 1 is a diagram depicting one example of operation of
a sensor node according to the present invention. A sensor
network system 100 has sensor nodes 101 that are first
communications apparatuses arranged in a given area A, and
a parent device 102 that is a second communications appa-
ratus. As depicted in FIG. 1, the parent device 102 may be
provided in plural. Each of the sensor nodes 101 has a
harvester capable of generating electrical power and a
battery that stores the electrical power generated by the
harvester. In place of the battery, the sensor nodes 101 may
have a capacitor that can store the electrical power generated
by the harvester. When the amount of electrical power that
can be stored by the battery and/or the amount of electrical
power that can be generated by the harvester is low, the
sensor node 101 has to suspend execution of data process-
ing.

Thus, when execution of the data processing is suspended,
the sensor node 101-i requests another sensor node 101 to
execute the data processing, or waits for recharging and
resumes the data processing at the sensor node 101-i. If
another sensor node 101 accepts the request, resumption of
the suspended data processing by the other sensor node 101
occurs sooner than resumption of the data processing by the
sensor node 101-7 after waiting for recharging. On the other
hand, if the other sensor node 101 cannot accept the request,
the sensor node 101-i waits for recharging and resumes the
data processing thereafter and therefore, resumption of the
data processing by the sensor node 101-; after waiting for
recharging occurs sooner without making a request to
another sensor node 101. Thus, the sensor node 101-i is
assumed to be able to execute a first operation of attempting
to request another sensor node 101 to execute the data
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processing, and a second operation of waiting for recharging
and executing the data processing without requesting
another sensor node 101.

More specifically, under the first operation, the sensor
node 101-i transmits to another sensor node 101, a request
signal requesting execution of the data processing and if the
request is not accepted by the other sensor node 101, the
sensor node 101~/ starts executing the data processing after
electrical power enabling completion of the data processing
has been charged. More specifically, under the second opera-
tion, without transmitting a request signal to another sensor
node 101, the sensor node 101-/ starts executing the data
processing after electrical power enabling completion of the
data processing has been charged.

Here, among the first operation and the second operation,
the sensor node 101-i executes the operation for which the
time until starting is shorter. For example, based on the
probability that the other sensor node 101 will accept the
execution request for the data processing, the sensor node
101-; obtains an expected value of a first time T1, which is
the time that elapses until the start of execution of the data
processing in a case of the first operation being executed.
Since either the sensor node 101-i or the other sensor node
101 executes the data processing in the case of the first
operation being executed, the expected value of the first time
T1 is derived based on the probability of the other sensor
node 101 accepting the request. For example, the expected
value of the first time T1 may be determined by equations (1)
to (3). Here, the sensor node 101-/ is assumed to obtain the
expected value of the first time T1 by calculating equations

1) to (3).

73=0 (6]

TA=min(Z,xm)>DizeX PascrtP send) Prarvestor ()]

T1=P1xT3+P2xT4 3)

A third time T3 is the time that elapses until another
sensor node 101 starts executing the data processing in a
case of the data processing being suspended and another
sensor node 101 among the sensor nodes 101, exclusive the
sensor node 101-i, being requested to execute the data
processing. In equation (1), although the third time T3 is 0,
for example, the third time T3 may be the average time that
elapses until receipt of the execution request and an accep-
tance signal.

A fourth time T4 is the time consumed for the sensor node
101-i to start executing the data processing after waiting for
charging and to start transmitting execution results in a case
of the execution request not being accepted despite request-
ing the other sensor nodes 101 for execution. Equation (2)
will be described. T,,,, is an event occurrence interval; m is
an integer of 1 or greater. Dy, is the data size of the data
processing. P, .., [mW/Byte] is power consumption per unit
data, for executing the data processing. P, ,....sror IMW] is the
electrical power per unit time, obtained from the harvester.
Ps,,.s 1s the power consumption per unit data, used to
transmit data by RF. More specifically, the fourth time T4 is
the smallest value among “T,,,xm”, which is greater than
“DSizeX(PMCU+PSend)/Pharvestor”'

As indicated by equation (3), the expected value of the
first time T1 is the sum of the product of a probability P1 and
the obtained third time T3, and the product of a probability
P2 and the obtained fourth time T4. The probability P1 is the
probability that another sensor node 101 can accept the
request; and the probability P2 is the probability that another
sensor node 101 cannot accept the request. The probability
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P1 and the probability P2 are determined, for example,
based on past request results. For example, the sensor node
101 may derive the probability P1 and the probability P2
based on the number of requests accepted out of 10 requests
to the other sensor node 101.

The sensor node 101 obtains the second time T2, which is
the time that elapses until the sensor node 101 starts execut-
ing the data processing after electrical power enabling the
execution of the data processing to be completed is charged,
in the case of the second operation being executed by the
sensor node 101. For example, the second time T2 is
represented by equation (4) below.

T2=T 1> Dysio % Prsct/Pharvestor (©)]

n is an integer of 1 or greater. More specifically, T2 is the
smallest value among “T,, xn”, which is greater than “Dy,, x
PMCU/Pharvestor”'

The sensor node 101 compares the expected value of the
first time T1 and the second time T2. If during execution of
the data processing, the remaining charged electrical power
becomes less than a threshold, the sensor node 101 executes
either the first operation or the second operation, based on
the comparison result. For example, if the expected value of
the first time T1 is less than the second time T2, the sensor
node 101 executes the first operation. For example, if the
second time T2 is less than the expected value of the first
time T1, the sensor node 101 executes the second operation.
Here, if the first time T1 and the second time T2 are the same
value, although any one of the first operation and the second
operation may be executed, in the example depicted in FIG.
1, the sensor node 101 performs the first operation. The
threshold may be a fixed value or may be an amount of
electrical power based on the comparison result. An example
of the case of the threshold being an amount of electrical
power based on the comparison result will be described
herein.

According to FIG. 1, by executing the operation for which
the time until the execution of the data processing is started
is shorter, the time until the execution of the data processing
is completed can be reduced. Therefore, an execution result
can be transmitted to the parent device 102 sooner. For
example, in the sensor network system 100, information is
communicated to a user terminal, a server, etc., via the
parent device 102. For example, when the sensor node 101
detects an abnormality such as shaking or wall distortion
consequent to an earthquake, if execution results can be
transmitted to the parent device 102 sooner, the user terminal
and the like can be notified of the abnormality sooner, via the
parent device 102.

FIG. 2 is a block diagram depicting an example of a
hardware configuration of the sensor node. The sensor node
101 has a sensor 201, a power management unit (PMU) 210,
a wireless communications circuit 206, an antenna 207, and
a microprocessor (hereinafter, “micro control unit” (MCU))
202. The sensor node 101 has random access memory
(RAM) 203, read-only memory (ROM) 204, and nonvolatile
memory 205. The sensor node 101 has an internal bus 211
that connects the sensor 201, the wireless communications
circuit 206, the MCU 202, the RAM 203, the ROM 204, and
the nonvolatile memory 205. The sensor node 101 further
has a harvester 208 and a battery 209.

The sensor 201 detects a given displacement occurring at
the installation site. The sensor 201, for example, may be a
piezoelectric element that detects pressure at the installation
site, an element that detects temperature, a photoelectric
element that detects light, and the like. As depicted in FIG.
2, the sensor 201 may be provided in plural, where each of
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the sensors 201 has a different function. In the example
depicted in FIG. 2, p sensors 201, the sensor 201-1 to the
sensor 201-p, are provided.

The antenna 207 transmits and receives radio waves
wirelessly communicated with the parent device 102. The
wireless communications circuit 206 (RF) has a receiving
circuit 222 and a transmitting circuit 221. The receiving
circuit 222 outputs, as received signals, received wireless
radio waves. The power consumption per unit data con-
sumed by the receiving circuit 222 for reception processing
is assumed to be Pg,... The transmitting circuit 221
transmits, as wireless radio waves, transmission signals, via
the antenna 207. As described above, the power consump-
tion per unit data consumed by the transmitting circuit 221
for transmission processing is assumed to be P, ;.

The MCU 202 processes data related to detection by the
sensor 201. As described above, P, ., is the power con-
sumption per unit data by the MCU 202 for data processing.
The RAM 203 stores transient data of the processing by the
MCU 202. The ROM 204 stores programs, etc. executed by
the MCU 202.

The nonvolatile memory 205 stores data when, for
example, the power supply is lost. For example, the non-
volatile memory 205 stores the probability P1 and the
probability P2 described above. For example, the nonvola-
tile memory 205 stores a data processing wait queue EQ and
atransmission wait queue SQ. The MCU 202 executes in the
order in which execution data is registered in the data
processing wait queue EQ, data processing indicated by the
execution data. However, execution data for which data
processing has been suspended is assumed to be registered
at the head of the data processing wait queue EQ. As a result,
after waiting for the charging of electrical power, the MCU
202 can resume continuing the suspended data processing.
Therefore, the MCU 202 can execute data processing in the
order in which events occur. The transmitting circuit 221
transmits transmission data in order of registration to the
transmission wait queue SQ.

For example, the nonvolatile memory 205 stores N, 75
which is the number of execution data awaiting execution in
the data processing wait queue EQ. For example, the non-
volatile memory 205 stores Ng,,...» Wwhich indicates
whether data processing that has been suspended is present
and N, which is the number of transmission data awaiting
transmission in the transmission wait queue SQ.

The harvester 208 generates electrical power based on
energy changes, such as changes in light, vibration, tem-
perature, wireless radio waves (received radio waves), etc.,
occurring in the external environment of the installation site
of the sensor node 101. The harvester 208 may generate
electrical power according to the displacement detected by
the sensor 201. The battery 209 stores the electrical power
generated by the harvester 208. In other words, the sensor
node 101 does not need a secondary battery or an external
power source, and can generate internally, the electrical
power necessary for operation. Here, the stored electrical
power of the battery 209 is assumed to be P, s, [MW]
The harvester 208 is be provided in plural and in the
example depicted in FIG. 2, q harvesters 208, the harvester
208-1 to the harvester 208-¢ are provided.

The PMU 210 controls the supply of the electrical power
stored by the battery 209, as a driving power source of the
components of the sensor node 101. For example, when the
sensor 201 performs sensing processing, the PMU 210
supplies electrical power to the MCU 202 to invoke the
MCU 202. Further, if the MCU 202 is not performing any
processing, the PMU 210 ceases the power supply to the
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MCU 202. Here, the electrical power used by the PMU 210
to perform control is assumed to be P,

FIG. 3 is a block diagram depicting an example of a
hardware configuration of the parent device. The parent
device 102 operates on an external power supply, unlike the
sensor nodes 101. The parent device 102 has a central
processing unit (CPU) 301, which is more sophisticated
processor than the MCU 202 of the sensor node 101, and
large-capacity ROM 302 and RAM 303. The parent device
102 has an interface (input/output (I/O)) circuit 304, and a
bus 306 that connects the CPU 301, the ROM 302, the RAM
303, the 1/O circuit 304, and nonvolatile memory 305.

Further, an antenna 307 and a wireless communications
circuit (radio frequency (RF)) 308, and a network I/F 309 are
connected to the I/O circuit 304. As a result, the parent
device 102 can wirelessly communicate with the sensor
node 101, via the antenna 307 and the wireless communi-
cations circuit 308. The parent device 102 can further
communicate with external apparatuses, such as a user
terminal 311 and a server 312 through a network NET such
as the Internet, via the network I/F 309, by a TCP/IP protocol
process.

FIG. 4 is a block diagram depicting an example of a
functional configuration of the sensor node. The sensor node
101 has a charging unit 401, an executing unit 402, a first
obtaining unit 403, a second obtaining unit 404, a comparing
unit 405, a control unit 406, a transmitting unit 407, and a
receiving unit 408. For example, the charging unit 401 may
be realized by the harvester 208 and the battery 209
described above. Processing by the first obtaining unit 403,
the second obtaining unit 404, and the comparing unit 405,
for example, is realized by the PMU 210. For example,
processing by the transmitting unit 407 is realized by the
transmitting circuit 221. For example, processing by the
receiving unit 408 is realized by the receiving circuit 222.
For example, processing by the executing unit 402 and the
control unit 406 is realized by the MCU 202 and the PMU
210.

The control unit 406, after the occurrence of a sensing
event, registers into the data processing wait queue EQ,
execution data of the data processing corresponding to the
sensing event. The control unit 406 causes the transmitting
unit 407 to transmit transmission data registered in trans-
mission wait queue SQ. In the order of registration, the
transmitting unit 407 transmits the transmission data regis-
tered in the transmission wait queue SQ.

The electrical power consumed for transmitting execution
results is greater than the electrical power consumed for
executing the data processing. If the data processing is
executed when the remaining charged electrical power is
less than the electrical power consumed for transmitting the
execution results and greater than the electrical power
consumed for executing the data processing, the transmis-
sion queuing count of the execution results increases. Thus,
even if execution data is registered in the data processing
wait queue EQ, the control unit 406 causes the executing
unit 402 to execute the data processing related to the
execution data registered in the data processing wait queue
EQ, after the transmission wait queue SQ becomes empty.
As a result, since the transmission of execution results is
given priority, the execution results can be transmitted to the
parent device 102 sooner.

When no transmission data is registered in the transmis-
sion wait queue SQ and execution data is registered in the
data processing wait queue EQ, the first obtaining unit 403
obtains the expected value of the first time T1 for the
execution data registered at the head of the data processing
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wait queue EQ. The expected value of the first time T1 is the
expected value of the time that elapses until the executing
unit 402 or another communications apparatus starts execut-
ing the data processing, in a case where the first operation is
executed, based on the probability that the request for
execution of the data processing will be accepted by another
sensor node 101. The expected value of the first time T1, for
example, is derived by equations (1) to (3) described above.

The second obtaining unit 404 obtains the second time T2
for the execution data registered at the head of the data
processing wait queue EQ. The second time T2 is the time
that elapses until the executing unit 402 starts executing the
data processing after electrical power enabling the execution
of the data processing to be completed is charged by the
charging unit 401, in a case where the second operation is
executed. The second time T2 is derived by equation (4)
described above.

The comparing unit 405 compares the expected value of
the first time T1 obtained by the first obtaining unit 403 and
the second time T2 obtained by the second obtaining unit
404, before the executing unit 402 starts executing the data
processing. For example, the comparison result may be
stored by setting a mode, which is a processing mode. For
example, if the expected value of the first time T1 is less than
the second time T2, the comparing unit 405 sets the mode to
1; and if the second time T2 is less than the expected value
of the first time T1, the comparing unit 405 sets the mode to
2. As described above, if the first time T1 and the second
time T2 are the same, any one of the first operation and the
second operation may be executed and therefore, when the
first time T1 and the second time T2 are the same, the
comparing unit 405 may set the mode to either 1 or 2.
However, in this example, the comparing unit 405 is
assumed to set the mode to 1. Further, the comparing unit
405 compares the first time T1 and the second time T2,
before the executing unit 402 starts executing the data
processing. After a threshold P, has been fixed, the
executing unit 402 starts executing the data processing.

The executing unit 402 uses the electrical power charged
by the charging unit 401 and executes data processing
corresponding to the event that occurs at the sensor node 101
of the executing unit 402. If the remaining charged electrical
power becomes less than the threshold P,,,,., during execu-
tion of the data processing by the executing unit 402, the
control unit 406 causes the executing unit 402 to execute any
one of the first operation and the second operation, based on
the comparison result obtained by the comparing unit 405.
The remaining charged electrical power is the amount of
stored charge of the battery 209. More specifically, if the
mode is 1, the control unit 406 causes the executing unit 402
execute the first operation and if the mode is 2, the control
unit 406 causes the executing unit 402 to execute the second
operation.

FIG. 5 is a diagram depicting the threshold P, .. in a case
when execution is not requested of another sensor node. For
example, if the comparing unit 405 determines that the
second time T2 is less than the expected value of the first
time T1, the threshold P;,,;, is a value based on the amount
of charged electrical power consumed for transmitting
execution results. The control unit 406 causes the data
processing to be executed by the executing unit 402 until
execution of the data processing is completed or until the
remaining charged electrical power becomes less than the
threshold P,,,,;,- Here, the threshold P,,,,, is represented by
equation (5) below.

Plimir=DisizeXPsenat .

®
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The threshold P,,,,,, may have some margin .. The thresh-
old P,,,... for example, is calculated by the control unit 406
after the comparison by the comparing unit 405. If the
remaining charged electrical power becomes less than a
threshold that is based on the total value, the control unit 406
causes the data processing executed by the executing unit
402 to be suspended. The control unit 406 puts the executing
unit 402 in a sleep state and waits for charging by the
charging unit 401. If a new event occurs and electrical power
enabling completion of the suspended data processing has
been charged by the charging unit 401, the control unit 406
causes the suspended data processing to be resumed by the
executing unit 402.

FIG. 6 is a diagram depicting the threshold P;,,,;, in a case
when execution is requested of another sensor node. For
example, if the comparing unit 405 determines that the
second time T2 is the expected value of the first time T1 or
greater, the threshold P,,,;, is a value based on the total value
of the electrical power consumed for transmitting a request
signal and the electrical power consumed for receiving an
acceptance signal indicating acceptance of the execution of
the data processing indicated by the request signal. The
control unit 406 causes the data processing to be executed by
the executing unit 402 until execution of the data processing
is completed, or until the remaining charged electrical power
becomes less than the threshold P,,,,. Here, the threshold
Pj;.ir 18 represented by equation (6) below.

Primir=DisizeX(Preceive™P send) t (6)

The threshold P,,,,., may have some margin a. The thresh-
old P,,,,;,, for example, is calculated by the control unit 406
after the comparison by the comparing unit 405. If the
remaining charged electrical power becomes less than the
threshold P, ,,;,, which is based on the total value, the control
unit 406 causes the execution of the data processing by the
executing unit 402 to be suspended. The control unit 406
causes the transmitting unit 407 to transmit a request signal
and causes the receiving unit 408 to receive an acceptance
signal indicating acceptance of the data processing.

If an acceptance signal indicating the acceptance of the
data processing is received by the receiving unit 408, the
control unit 406 deletes from the data processing wait queue
EQ, execution data related to the data processing for which
execution has been suspended. On the other hand, if no
acceptance signal indicating acceptance of the data process-
ing is received by the receiving unit 408 despite a given
period elapsing since the transmission of the request signal,
the control unit 406 puts the executing unit 402 in the sleep
state and waits for charging by the charging unit 401. If a
new event occurs and electrical power enabling completion
of the suspended data processing has been charged by the
charging unit 401, the control unit 406 causes the suspended
data processing to be resumed by the executing unit 402.

FIGS. 7, 8, 9, and 10 are flowcharts of one example of a
procedure of a process performed by the sensor node. The
sensor node 101 determines whether an event has occurred
(step S701). If no event has occurred (step S701: NO), the
sensor node 101 returns to step S701. If a sensing event has
occurred (step S701: sensing), the sensor node 101 performs
a boot process of the PMU 210 (step S702).

The sensor node 101, via the PMU 21, registers into the
data processing wait queue EQ, execution data of the data
processing corresponding to the event that occurred (step
S703), and sets “N,,;-~N,,co+1” (step S704). The sensor
node 101, via the PMU 210, updates the value of P, .0
(step S705), and determines whether “N>0" is true (step
S706). If “N>0" is true (step S706: YES), the sensor node
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101, wvia the PMU 210, determines whether
“P.pacitor”PsonaDsiz.” 18 true (step $707). Here, Dy, is the

data size of the head data of the data processing wait queue
EQ.

TP .o acitor”PsenaXDsize” 18 not true (step S707: NO), the
remaining electrical power is insufficient for executing the
data processing and therefore, the sensor node 101 ends the
series of operations. If “P..,,,.10,"PsenaXDsi.e” 18 true (step
S707: YES), the sensor node 101, via the PMU 210, per-
forms a boot process of the transmitting circuit 221 (step
S708). The sensor node 101, via the transmitting circuit 221,
transmits the head data of the transmission wait queue SQ
(step S709). The sensor node 101, via the PMU 210, updates
the value of P_, . ..., (step S710), sets N=Nz.~1 (step
S711), and returns to step S707.

If “Ng >0 is not true (step S706: NO), the sensor node
101 determines whether “N,,~.~0" is true (step S801). If
“Nusee>07 s not true (step S801: NO), no data processing
to be executed is present and therefore, the sensor node 101
ends the series of operations.

On the other hand, if “N, ,..~0" is true (step S801: YES),
the sensor node 101, via the PMU 210, executes a boot
process of the MCU 202 (step S802). The sensor node 101,
via the MCU 202, determines whether “P,,,,...0,>"Prsce
Dy,..” s true (step S803). Here, Dy, is the data size of the
head data of the data processing wait queue EQ. If
“p >PrrceXDs;.” 18 not true (step S803: NO), the

capacitor Size 3 A
sensor node 101 ends the series of operations. If

“Pupacitor”Praco*Ds;ze” 1s true (step S803: YES), the sensor
node 101, via the MCU 202, determines whether
“Niuspena=0” 18 true (step S804).

If *Ng,ipens~0” is not true (step S804: NO), the data
processing for the head data of the data processing wait
queue EQ is data processing that has been suspended and
therefore, the sensor node 101 transitions to step S901. If
“Niuspena=0” 1s true (step S804: YES), the sensor node 101,
via the MCU 202, obtains P1 and P2 (step S805), and
calculates T1 based on P1 and P2 as indicated by equations
(1) to (3) (step S806). The sensor node 101, via the MCU
202, calculates T2 as indicated by equation (4) (step S807).

The sensor node 101, via the MCU 202, determines
whether T2<T1 is true (step S808). If T2<T1 is true (step
S808: YES), the sensor node 101, via the MCU 202, sets
“PrimirDsizeXPsena . (step S809), and further sets mode=2
(step S810). If T2<T1 is not true (step S808: NO), the sensor
node 101, via the MCU 202, sets “P,,.,/ " D X(Procervet
P, (step S811), and further sets “mode=1" (step S812).
As a result, among the first operation and the second
operation, the operation for which the time that elapses until
the start of execution is shorter is executed. If T2 and T1 are
the same value, although any one of the first operation and
the second operation may be performed, here, the first
operation is assumed to be performed. At step S809 and at
step S811, the threshold P,,,,,, may have some margin o.

Subsequent to step S810 or step S812, the sensor node
101 starts executing the data processing indicated by the
head execution data of the data processing wait queue EQ
(step S901). The sensor node 101, via the MCU 202,
determines whether execution has been completed (step
S902). If execution has not been completed (step S902: NO),
the sensor node 101, via the MCU 202, determines whether
“Pcapacitorzplimit” is true (Step 8903) It “Pcapacitorzplimit” is
not true (step S903: NO), the sensor node 101 returns to step
S902. By step S902 and step S903, the sensor node 101 can
execute the data processing until the execution of the data
processing is completed, or until the remaining charged
electrical power become less than the threshold P,,,,,,,.
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If “P.paciror=Prmic” 18 true (step S903: YES), the sensor
node 101, via the MCU 202, suspends the execution of the
data processing (step S904), and determines whether
“mode=1" is true (step S905). If “mode=1" is true (step
S905: YES), the first operation is executed and therefore, the
sensor node 101, via the transmitting circuit 221, transmits
a request signal to another sensor node 101 (step S906). For
example, the request signal here includes, among the data
processing for which execution has been suspended, execu-
tion data related to the data processing that has not been
completed, execution results of the completed data process-
ing, and identification information of the sensor node 101
indicating the sensor node 101 as the source of the request.

The sensor node 101 determines whether an acceptance
signal indicating acceptance of the execution of the data
processing indicated by the transmitted request signal has
been received by the receiving circuit 222 within a given
period (step S907). If an acceptance signal has been received
(step S907: YES), the sensor node 101, via the MCU 202,
sets “N, 0.~ ~Nacr—17 (step S908), and ends the series of
operations.

If “mode=1” is not true (step S905: NO), or if no
acceptance signal is received within the given period (step
S907: NO), the sensor node 101 waits for charging and
resumes execution of the suspended data processing. There-
fore, the sensor node 101, via the MCU 202, sets
“Niuspena—1” (step $909), and ends the series of operations.

On the other hand, if execution has been completed (step
S902: YES), the sensor node 101, via the PMU 210, updates
the value of P__, ... (step S1001). The sensor node 101, via
the MCU 202, sets “N,,c.~N,,c~1" (step S1002), and sets
“Niuuspena=0” (step S1003). The sensor node 101 determines
whether “P >Pe.,Ds.” 1s true (step S1004). If
“Prupacitor”PsenaDsize” 18 true (step S1004: YES), the sen-
sor node 101, via the PMU 210, executes the boot process
for the transmitting circuit 221 (step S1005), and via the
transmitting circuit 221, transmits execution results of the
data processing (step S1006). The sensor node 101, via the
PMU 210, updates the value of P, .., (step S1007), and
returns to step S801.

If “P..pacitor”Psena*Dsize” is not true (step $S1004: NO),
the sensor node 101, via the MCU 202, registers the execu-
tion results into the transmission wait queue SQ (step
S1008), sets “N=Ny—1" (step S1009), and returns to step
S801.

FIG. 11 is a flowchart depicting one example of a proce-
dure of a process performed by the sensor node when a
request signal is received. The sensor node 101 determines
whether a request signal has been received by the receiving
circuit 222 (step S1101). If no request signal has been
received (step S1101: NO), the sensor node 101 returns to
step S1101. If a request signal has been received (step
S1101: YES), the sensor node 101, via the MCU 202,
determines whether “N;,.=0" and “N,,.,=0" are true (step
S1102). If “Nz~0" and “N, ,,~0" are not true (step S1102:
NO), a process that is to be performed at the sensor node 101
is present and therefore, the sensor node 101 does not accept
the request from the other sensor node 101, ending the series
of operations.

On the other hand, if “N~0" and “N,,~,~0" are true
(step S1102: YES), no process that is to be performed at the
sensor node 101 is present. Therefore, the sensor node 101,
via the PMU 210, updates the value of P, ..., (step
S1103). The sensor node 101, via the MCU 202, determines
Whether “Pcapacitor>PSendXDSize+PMCUXDSiZe” iS true (Step
S1104). If “P,.., 40107 PsernaXDsize#Pasce XDy, is not true
(step S1104: NO), electrical power enabling execution of the
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data processing indicated by the request signal is not avail-
able and therefore, the sensor node 101 ends the series of
operations without accepting the request from the other
sensor node 101.

It “Pcapac'itor>PSendXDSize+PMCUXDSiZe is true (Step
S1104: YES), the sensor node 101, via the transmitting
circuit 221, transmits an acceptance signal indicating accep-
tance of the execution of the data processing indicated by the
received request signal (step S1105). The sensor node 101,
via the MCU 202, registers the execution data into the data
processing wait queue EQ (step S1106), and sets
“NaseemNasco+1” (step S1107). The sensor node 101, via
the MCU 202, executes the data processing indicated by the
request signal (step S1108), and determines whether the
execution has been completed (step S1109). If the execution
has not been completed (step S1109: NO), the sensor node
101 returns to step S1109.

If the execution has been completed (step S1109: YES),
the sensor node 101, via the MCU 202, sets “N,,-:~N,co~
17 (step S1110). The sensor node 101, via the PMU 210,
executes the boot process of the transmitting circuit 221
(step S1111), and via the transmitting circuit 221, transmits
the execution results of the data processing (step S1112).
The sensor node 101, via the PMU 210, updates the value of
capaciror (St€P S1113), and ends the series of operations.

As described, the sensor node performs charging by the
electrical power generated by the sensor node. Therefore,
data processing may be suspended consequent to insufficient
electrical power. Thus, the sensor node determines based on
the expected value of the time that elapses until execution is
resumed by the sensor node or by another sensor node,
whether to wait for charging and resume execution at the
sensor node, or to transmit a request signal to another sensor
node, before waiting for charging. As a result, execution of
the data processing can be resumed sooner and therefore, the
data processing can be completed sooner. For example, in
the sensor network, information is communicated to a user
terminal or a server via the parent device. When the sensor
node detects an abnormality such as shaking or wall distor-
tion consequent to an earthquake, if execution results can be
transmitted to the parent device sooner, the user terminal and
the like can be notified of the abnormality sooner, via the
parent device 102.

Furthermore, if a request signal is transmitted to another
sensor node before waiting for charging, the other sensor
node may not accept the request. Thus, the expected value
of the time that elapses until execution is resumed in case
when a request signal is transmitted is assumed to be a value
derived by the probability of the request being accepted and
the time that elapses until execution is resumed in a case
when the request is accepted, and the probability of the
request not being accepted and the time that elapses until
execution is resumed in a case when the request is not
accepted. As a result, the operation that is estimated to
resume execution sooner in both cases of acceptance and no
acceptance is performed.

If the transmission of a request signal is determined to
resume execution sooner, the threshold for the remaining
charged electrical power is assumed to be a value based on
the total value of the electrical power consumed for trans-
mitting the request signal and the electrical power consumed
for receiving information indicating acceptance of the
request signal. The sensor node executes the data processing
until execution of the data processing is completed, or until
the remaining charged electrical power becomes less than
the threshold. The sensor node suspends the execution of the
data processing when the remaining charge electrical power
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becomes less than the threshold, and transmits a request
signal to another sensor node. As a result, depletion of the
electrical power before the request signal is transmitted can
be prevented.

Further, after execution of the data processing has been
completed, execution results have to be transmitted to the
parent device. Thus, if it is determined that not transmitting
a request signal enables the execution of the data processing
to be resumed sooner, the sensor node executes the data
processing until the execution of the data processing is
completed, or until the remaining charged electrical power
becomes less than a threshold based on the electrical power
consumed for transmitting the execution results. The sensor
node suspends the execution of the data processing when the
remaining charged electrical power becomes less than the
threshold and waits for charging. As a result, depletion of the
electrical power before the transmission of the execution
results can be prevented. Therefore, the sensor node can
transmit the execution results to the parent device sooner.

Furthermore, if both the transmission of execution results
and the execution of data processing are on standby conse-
quent to the remaining electrical power, the sensor node
gives priority to the transmission of execution results. As a
result, the sensor node can transmit execution results to the
parent device sooner.

According to one aspect of the present invention, data
processing can be completed sooner.

All examples and conditional language provided herein
are intended for pedagogical purposes of aiding the reader in
understanding the invention and the concepts contributed by
the inventor to further the art, and are not to be construed as
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples in the
specification relate to a showing of the superiority and
inferiority of the invention. Although one or more embodi-
ments of the present invention have been described in detail,
it should be understood that the various changes, substitu-
tions, and alterations could be made hereto without depart-
ing from the spirit and scope of the invention.

What is claimed is:

1. A given communications apparatus included among a
plurality of first communications apparatuses, performs
multi-hop communication with the plurality of first commu-
nications apparatuses and thereby, transmits execution
results of data processing performed at the given commu-
nications apparatus to a second communications apparatus
that performs a process based on the execution results, the
given communications apparatus comprising:

a harvester that charges a battery with self-generated

electrical power;

a micro control unit that when execution of the data
processing is suspended based on a remaining amount
of the charged electrical power, can execute any one
among a first operation by which a request signal
requesting execution of the data processing is trans-
mitted to another communications apparatus among the
plurality of first communications apparatuses, and
when the request of the request signal is accepted by the
other communications apparatus, the data processing is
not executed by the given communications apparatus,
and when the request of the request signal is not
accepted by the other communications apparatus, the
execution of the data processing is started by the given
communications apparatus after electrical power
enabling the execution of the data processing to be
completed is charged by the harvester, and a second
operation by which, without transmission the request
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signal to the other communications apparatus, the

execution of the data processing is started by the given

communications apparatus after the electrical power
enabling the execution of the data processing to be
completed is charged by the harvester; and

a power management unit that:

obtains an expected value of a first time that elapses
until the execution of the data processing is started
by the micro control unit or the other communica-
tions apparatus in a case of the first operation being
executed based on a probability that the other com-
munications apparatus will accept the request for the
execution of the data processing,

obtains a second time that elapses until the execution of
the data processing is started by the micro control
unit after the electrical power enabling the execution
of the data processing to be completed is charged by
the harvester, in a case of the second operation being
executed,

compares the obtained expected value of the first time
unit and the obtained second time, and

when the remaining amount of charged electrical power
becomes less than a threshold, causes the micro
control unit to execute any one among the first
operation and the second operation, based on a
comparison result obtained by the power manage-
ment unit.

2. The given communications apparatus according to
claim 1, wherein
the power management unit obtains the expected value of
the first time by a sum of:

a product of a third time that is consumed for trans-
mitting the request signal to the other communica-
tions apparatus and starting the execution of the data
processing by the other communications apparatus
and the probability that the request will be accepted
by the other communications apparatus, and

a product of a fourth time that when the execution of
the data processing is not accepted by the other
communications apparatus, elapses until the execu-
tion of the data processing is started by the micro
control unit after waiting for charging enabling the
execution of the data processing to be completed and
a probability that the request will not be accepted by
the other communications apparatus.

3. The given communications apparatus according to

claim 1, wherein

the power management unit, when the remaining amount
of charged electrical power becomes less than the
threshold during the execution of the data processing
by the micro control unit and upon determining that the
expected value of the first time shorter than the second
time, causes the first operation to be executed by micro
control unit, and upon determining that the second time
is shorter than the expected value of the first time by the
power management unit, causes the second operation to
be executed by the micro control unit.

4. The given communications apparatus according to

claim 3, wherein

the power management unit, upon determining that the
expected value of the first time is shorter than the
second time, causes the micro control unit to execute
the data processing until the execution of the data
processing is completed, or until the remaining amount
of charged electrical power becomes less than the
threshold, which is based on a sum of the electrical
power consumed for transmitting the request signal and
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the electrical power consumed for receiving a signal
indicating acceptance of the request signal; and when
the remaining amount of charged electrical power
becomes less than the threshold, causes the execution
of the data processing by the micro control unit to be
suspended and the first operation to be executed by the
micro control unit.

5. The given communications apparatus according to

claim 4, wherein

the power management unit compares the expected value
of the first time and the second time, before the
execution of the data processing is started by the micro
control unit.

6. The given communications apparatus according to

claim 3, wherein

the power management unit, upon determining that the
second time is shorter than the expected value of the
first time, causes the data processing to be executed by
the micro control unit until the execution of the data
processing is completed, or until the remaining amount
of charged electrical power becomes less than the
threshold, which is based on the electrical power con-
sumed for transmitting the execution results; and when
the remaining amount of charged electrical power
becomes less than the threshold, causes the execution
of the data processing by the micro control unit to be
suspended and the second operation to be executed by
the micro control unit.

7. The given communications apparatus according to

claim 6, wherein

the power management unit compares the expected value
of the first time and the second time, before the
execution of the data processing is started by the micro
control unit.

8. The given communications apparatus according to

claim 1 further comprising

a transmitting circuit that transmits the execution results
of the data processing, wherein
the power management unit, when based on the remaining
amount of charged electrical power, transmission of the
execution results by the transmitting circuit is waiting,
causes the data processing to be executed by the micro
control unit after the transmission of the execution
results by the transmitting circuit.
9. A system comprising:
a plurality of first communications apparatuses; and
a second communications apparatus that performs a pro-
cess based on execution results of data processing
concerning at least one communications apparatus of
the plurality of first communications apparatuses,
wherein
the at least one communications apparatus of the plurality
of first communications apparatuses:
when execution of the data processing at the at least one
communications apparatus is suspended based on a
remaining amount of electrical power charged by a
harvester that charges a battery with self-generated
electrical power, can execute any one among a first
operation by which a request signal requesting
execution of the data processing is transmitted to
another communications apparatus among the plu-
rality of first communications apparatuses, and when
the request by the request signal is accepted by the
other communications apparatus, the data processing
is not executed by the at least one communications
apparatus, and when the request by the request signal
is not accepted by the other communications appa-
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ratus, the execution of the data processing is started
by the at least one communications apparatus after
electrical power enabling the execution of the data
processing to be completed is charged by the har-
vester, and a second operation by which, without
transmission of the request signal to the other com-
munications apparatus, the execution of the data
processing is started by the at least one communi-
cations apparatus after the electrical power enabling
the execution of the data processing to be completed
is charged by the harvester,
obtains an expected value of a first time that elapses
until the execution of the data processing is started
by the at least one communications apparatus or the
other communications apparatus in a case of the first
operation being executed based on a probability that
the other communications apparatus will accept the
request for the execution of the data processing,
obtains a second time that elapses until the execution of
the data processing is started by the at least one
communications apparatus after the electrical power
enabling the execution of the data processing to be
completed is charged by the harvester, in a case of
the second operation being executed,
compares the obtained expected value of the first time
and the obtained second time, and
causes based on a comparison result, any one of the first
operation and the second operation to be executed
when the remaining amount of the charged electrical
power becomes less than a threshold during the
execution of the data processing,
the other communications apparatus:
receives the request signal from the at least one com-
munications apparatus,
determines whether the data processing indicated by
the received request signal can be executed by the
electrical power charged by a harvester that charges
a battery with self-generated electrical power,
transmits to the at least one communications apparatus
upon determining that the data process indicated by
the received request signal can be executed, an
acceptance signal indicating that the data processing
indicated by the request signal can be executed, and
executes the data processing indicated by the request
signal, upon determining that the data processing
indicated by the request signal can be executed.
10. A communications method executed by a given com-
munications apparatus that is included in a plurality of first
communications apparatuses, performs multi-hop commu-
nication with the plurality of first communication appara-
tuses and thereby, transmits execution results of data pro-
cessing performed at the given communications apparatus to
a second communications that performs a process based on
the execution results, the communications method compris-
ing:
executing when execution of the data processing is sus-
pended based on a remaining amount of electrical
power charged by a harvester that charges a battery
with self-generated electrical power, any one among a
first operation by which a request signal requesting
execution of the data processing is transmitted to
another communications apparatus among the plurality
of first communications apparatuses, and when the
request of the request signal is accepted by the other
communications apparatus, the data processing is not
executed by the given communications apparatus, and
when the request of the request signal is not accepted
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by the other communications apparatus, the execution
of the data processing is started by the given commu-
nications apparatus after electrical power enabling the
execution of the data processing to be completed is
charged by the harvester, and a second operation by 5
which, without transmission the request signal to the
other communications apparatus, the execution of the
data processing is started by the given communications
apparatus after the electrical power enabling the execu-
tion of the data processing to be completed is charged 10
by the harvester;

obtaining an expected value of a first time that elapses
until the execution of the data processing is started by
the micro control unit or the other communications
apparatus in a case of the first operation being executed 15
based on a probability that the other communications
apparatus will accept the request for the execution of
the data processing;

obtaining a second time that elapses until the execution of
the data processing is stated by the given apparatus 20
after the electrical power enabling the execution of the
data processing to be completed is charged by the
harvester, in a case of the second operation being
executed; and

comparing the obtained expected value of the first time 25
and the obtained second time, wherein

the executing includes executing any one of the first
operation and the second operation based on compari-
son at the comparing, when the remaining amount of
charged electrical power becomes lower than a thresh- 30
old during the execution of the data processing.

#* #* #* #* #*



